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Abstract—Colocation data centers are an important type of data centers that have some unique challenges inmanaging their energy

consumption. Tenants in a colocation data center usuallymanage their servers independently without coordination, leading to inefficiency.

To address this issue, we propose a formulation of coordinated energymanagement for colocation data centers. Considering the

randomness of workload arrival and electricity cost function, we formulate it as a stochastic optimization problem, and then develop an

online algorithm to solve it efficiently. Our algorithm is basedonLyapunovoptimization, which only needs to track the instantaneous values of

the underlying random factorswithout requiring any knowledge of the statistics or future information.Moreover, alternating directionmethod

ofmultipliers (ADMM) is utilized to implement our algorithm in a decentralizedway,making it easy to be implemented in practice.We analyze

the performance of our online algorithm, proving that it is asymptotically optimal and robust to the statistics of the involved random factors.

Moreover, extensive trace-based simulations are conducted to illustrate the effectiveness of our approach.

Index Terms—Colocation data centers, energy-efficiency, green computing, Lyapunov optimization, distributed algorithm
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1 INTRODUCTION

AS the backbone of our modern economy, data centers
have been widely deployed, ranging from small server

rooms that power small- to medium-sized organizations, to
the enterprise data centers that support US corporations,
and to the server farms that run cloud computing services.
However, as the explosion of digital content, e-commerce,
and Internet traffic (also referred as “Big Data”), data
centers are also one of the largest and fastest-growing con-
sumers of electricity in US. According to a report from the
Natural Resource Defense Council (NRDC) [1], in 2013, U.S.
data centers consumed an estimated 91 billion kilowatt-
hours of electricity, accounting for more than 2 percent of all
U.S. electricity usage. Moreover, their consumptions are
expected to grow to 140 billion kilowatt-hours annually by
2,020, resulting in 13 billion dollars in electricity bills and
100 million metric tons of carbon pollution per year.

Given the tremendous amounts of electricity usage and
associated carbon emissions, a lot of research [2], [3], [4], [5],
[6], [7], [8] have been done to improve the energy-efficiency
and sustainability of owner-operated data centers such as
Google or Facebook data centers. In this type of data center,
data center operators have full control of both IT equipment
and facilities, and can directly adjust the CPU speed of

servers, turn off/on servers, or schedule workloads to
change their energy consumption profiles. Therefore,
owner-operated data centers can easily optimize their
energy utilization through various power management
techniques such as dynamic frequency scaling, dynamic
capacity provisioning, workload migration, and advanced
cooling (see [9] for a survey of these techniques). Although
data centers of this type are commonly known to the public,
their consumption is actually very small compared with
other types of data center.

On the other hand, another important type of data center,
multi-tenant colocation data centers as exemplified by Equi-
nix and TelecityGroup, is largely unexplored. A colocation
data center (simply called “colo”) rents out spaces for multi-
ple tenants to host their own servers, and the colo operator
is mainly responsible for facility support such as power
supply, cooling, and security. The colo business mode has
become increasingly popular (annual growth rate of 18-20
percent) over the last decade due to its lower operation cost,
and is adopted by many companies such as Salesforce,
Wikipedia, Akamai, and Amazon. In fact, it is projected that
multi-tenant data centers will make up more than one-
fourth of all data center capacity by 2016 [1]. Therefore, it is
crucial to improve the energy efficiency and sustainability
of colocation data centers.

However, besides the challenges faced by nearly all data
centers, colocation data centers are subject to unique chal-
lenges that can not be solved by existing solutions. In a colo,
the colo operator desires reducing its electricity cost but
has little control over tenants’ servers, while tenants manage
their servers independently based on their workload condi-
tions without any coordination with others. Furthermore,
tenants in a colocation data center are usually billed for their
electricity usage based on their subscribed/reserved peak
power at fixed rates no matter how much energy they
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consume. Therefore, electricity costs in these collocation
data centers are usually high.

In this paper, we investigate the coordinated energy man-
agement problem for the colo operator and tenants in a colo-
cation data center. Our goal is to improve the energy
sustainability of colocation data centers through coordinated
management of tenants. By coordinating and jointly optimiz-
ing the workload scheduling and server capacity provision-
ing of tenants in a colocation data center, the total electricity
cost of the colocation data center can be minimized. Major
challenges include the time-varying and random operation
environment such as electricity cost andworkload condition,
coupling of control decisions across time slots, and the inabil-
ity of the colo operator to control tenants’ servers directly. To
resolve them, we first formulate the problem as a stochastic
program by explicitly accounting for the uncertainties. Then
an online and centralized control algorithm without requir-
ing any a priori information is developed to solve the formu-
lated stochastic program approximately based on the
Lyapunov optimization framework. Next, we implement the
proposed control algorithm in a distributed way through the
alternating directionmethod ofmultipliers (ADMM) decom-
position so that it can be easily deployed in practice.

In summary, the major contributions of this work are
as follows:

� We propose a stochastic formulation for the coordi-
nated energy management problem of colocation
data centers. The quality of service for delay-sensi-
tive workloads at each tenant is guaranteed when
participating into such coordination. The uncertain-
ties are explicitly modeled, and the coupling of
tenants’ control actions across time slots because
of delay-tolerant workloads is considered.

� We develop a centralized online control algorithm
based on Lyapunov optimization to solve the pro-
posed stochastic optimization problem efficiently
without requiring any a priori information about the
underlying uncertainties. The control algorithm is
proved to be asymptotically optimal and offers an
explicit trade-off between cost saving and workload
delay.

� We implement the proposed control algorithm in a
distributed way based on ADMM so that it can be
easily deployed in practice. We show the colo opera-
tor can indirectly control the tenants to maximize
the total benefits obtained through coordination.

� We conduct extensive performance evaluations
based on real-world traces. We show that the pro-
posed approach can achieve substantial cost savings
for both tenants and data center operator compared
with the current practice.

The remainder of this paper is organized as follows. We
first present the related work in Section 2. Then, in Section 3
we describe the models for both tenants and the data center
operator in a colocation data center, and formulate an optimi-
zation problem tomaximize their joint benefits. We next pres-
ent the online control algorithm and describe the
decentralized implementation to solve the formulated optimi-
zation problem in Sections 4 and 5, respectively. After that,
we analyze the performance of our algorithm in Section 6

and present the simulation results of our approach based in
Section 7. Finally, we conclude our paper in Section 8.

2 RELATED WORK

Data center powermanagement has attracted a lot of attention
in the past decade. Several power management techniques in
data centers have been developed so far. Dynamic capacity
provisioning [6] has been well investigated to dynamically
adjust the number of active servers tomatch the currentwork-
load and deployed in practice (e.g., Facebook’s Autoscale
[10]). Considering the geographic diversity of distributed data
centers, geographical load balancing has been proposed to
minimize the energy costs or environmental impacts [2], [3],
[5], [11], [12]. Workload scheduling [4], [6], [13] is also useful
for solving the energy problem in data centers. Moreover,
energy storage has been used in data centers to reduce peak
demand, minimize energy cost, or facilitate the integration of
renewable energy [7], [8], [14], [15]. Instead of reducing the
impacts of huge energy consumption, some recent research
activities [16], [17] have focused on utilizing the flexibility of
data center energy usage to provide demand response resour-
ces to power grids. However, the techniques proposed in the
above studies are mostly designed for owner-operated data
centers and cannot be directly applied to colocation data cen-
ters, where the colo operator lacks the control over tenants’
servers.

Colocation data centers have recently attracted increasing
attention in literature. One stream of research focuses on
incentivemechanisms design for tenants to reduce loadwhen
receiving a demand response request. The problem is first
considered in [18], which proposes a heuristic mechanism to
incentivize tenants’ load reduction. No strategic behaviors of
tenants are considered. Zhang et al. [19] propose a VCG-type
reverse auction mechanism for mandatory emergency
demand response (EDR) that is approximately truthful and
enforces tenants to reveal their private information. Chen
et al. [20] design an incentivemechanism based on parameter-
ized supply function bidding, which is simple and applicable
to both mandatory and voluntary EDR. Game theory is used
in [21] to minimize the social cost of a colocation data center
during mandatory and emergency DER events. Another
stream of research focuses on the optimal coordination of ten-
ants to minimize the operating costs (monetary or environ-
mental) of the colo. Islam et al. [22] proposes a bidding
scheme for tenants to minimize the carbon footprint in a colo-
cation date center. In [23], an online heuristic algorithm is pro-
posed to optimize the reward rates offered to tenants for cost
savings. In the preliminary work [24], we propose a static dis-
tributed algorithm to coordinate tenants in a single time slot
without considering anyuncertainties. This paper also focuses
on this stream. However, different from previous studies, we
consider the dynamic control of tenants with delay-tolerant
workloads in multiple time slots. Uncertainties in workload
and electricity cost are considered. Moreover, by proposing
an online and distributed approach to coordinating tenants’
behaviors, our approach is easy to be implemented in practice.

Another related direction is demand side management in
smart grids. Li et al. [25] propose a distributed algorithm for
the utility company and the customers to joint compute the
optimal day-ahead electricity prices under the deterministic
setting. Considering the uncertainty of the operation
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environment, an online and distributed algorithm is devel-
oped in [26] to coordinate the energy utilization of residen-
tial households in smart grids. However, since the system
models are different, their solution cannot be directly used
in solving our problem. Moreover, we adopt ADMM
decomposition instead of dual decomposition used in these
papers and achieve much higher efficiency in the resulting
distributed algorithm.

3 SYSTEM MODELING AND PROBLEM

FORMULATION

We consider a colocation data centerwithN tenants, operated
by a data center operator (DCO). Each tenant i 2 N ¼
f1; 2; . . . ;Ngmanages its own servers and subscribes a certain
peak power supply from the DCO based on a long-term con-
tract. The DCO is responsible for managing the data center
facility to provide power supply, cooling, and physical secu-
rity for tenants. We consider a discrete-time systemwith time
denoted by t ¼ 0; 1; 2; . . ., and the duration of each time slot
ranges from 15minutes to one hour.

3.1 Tenants

Without loss of generality, we assume that each tenant i 2 N
owns Mi homogeneous servers. In general, two types of IT
workloads are supported in data centers: Delay-sensitive
interactive applications such as Internet services and online
gaming, and delay-tolerant batch applications such as scien-
tific applications and financial analysis. Delay-sensitive
workloads have strict requirements on the response time
(usually in the order of ms), while delay-tolerant workloads
can be scheduled to run any time as long as they are finished
before some deadlines (e.g., several hours to multiple days).
The flexibility of delay-tolerant workloads makes it possible
to actively manage data center power consumption.
Although IT workloads may require multiple IT resources,
we assume that workloads are computation-intensive and
the CPU resource is the bottleneck resource.

For delay-sensitive workload of tenant i, the arrival rate
at time t is �iðtÞ, the mean service rate per server is mi, and
the maximum response time indicated by the SLA is rti.
To characterize the delay performance, we adopt the M/G/
1/PS queueing model to analyze the workload serving
process. Denote by aiðtÞ the number of servers allocated to
serve the delay-sensitive workload. In order to meet the
response time requirement, we have

1

mi � �iðtÞ=aiðtÞ � rti: (1)

For delay-tolerant workload of tenant i, we denote its IT
resource demand at time t as wiðtÞ, which is random and
has a maximum value wi, i.e., 0 � wiðtÞ � wi; 8t. Due to its
delay-tolerant nature, we assume that the delay-tolerant
workload is buffered first in a queue before being served.
Let QiðtÞ be the amount of the unfinished delay-tolerant
workload at the beginning of time slot t and biðtÞ be the
number of servers allocated to serve the delay-tolerant
workload at time t. The delay-tolerant workload queue
evolves over time as follows:

Qiðtþ 1Þ ¼ QiðtÞ � biðtÞfi þ wiðtÞ½ �þ; (2)

where fi denotes the IT resource provided by a single server
during one time slot, and the operator ½x�þ :¼ maxfx; 0g. To
ensure that delay-tolerant workload is not delayed for an
arbitrarily long time, we control the system so that the
queues in the system are stabilized according to the follow-
ing definition

Q :¼ lim sup
T!1

1

T

XT�1
t¼0

XN
i¼1

EfQiðtÞg < 1: (3)

The average power consumption of a server pi associated
with tenant i is often described by a linear function [4]

piðuÞ ¼ a0
i þ ða1

i � a0
i Þu; (4)

where a0
i is its power consumption at idle status, a1

i is its
power consumption at fully utilized status, and u denotes
its average CPU utilization level. According to the M/G/1/
PS model, the average CPU utilization level of servers allo-
cated for delay-sensitive workload is �iðtÞ=ðaiðtÞmiÞ. For
the delay-tolerant workload, the allocated servers are fully
utilized due to its batch processing nature. Using the above
models, the power consumption diðtÞ for tenant i in serving
workloads at time t can be calculated as

diðtÞ ¼ aiðtÞ a0
i þ a1

i � a0
i

� � �iðtÞ
aiðtÞmi

� �
þ a1

i biðtÞ

¼ a0
i aiðtÞ þ a1

i biðtÞ þ ða1
i � a0

i Þ�iðtÞ=mi:

(5)

Various power management techniques exist for reducing
tenants’ server energy consumption, such as DVFS and geo-
graphical load balancing. Here, we assume that tenant iman-
ages its energy consumption by turning off all unused servers
after choosing aiðtÞ and biðtÞ. Hence the number of servers
miðtÞ that are switched off at time t for tenant i is stated as

miðtÞ ¼Mi � aiðtÞ � biðtÞ; 8i; t: (6)

Note that in current practice, tenant i will turn on all Mi

servers irrespective of the workload condition because it
does not have any incentive to turn off any of them.

However, switching off servers may result in perfor-
mance degradation or inconvenience [23]. Let UiðmiðtÞÞ
denote the additional cost incurred when turning off mi

servers at time t for tenant i compared to the case of keeping
all servers active. The load curtailment cost function Uið�Þ
can take various forms depending on different goals of ten-
ant i. For instance, it may include switching cost and delay
cost [18]. Here, we only assume that the cost function Uið�Þ
is non-negative, non-decreasing, convex, and has Uið0Þ ¼ 0
similar to previous work [16], [20].

3.2 Colocation Data Center Operator

The DCO is responsible for providing reliable power supply
and cooling to tenants’ servers hosted in the colocation data
center. The electricity may be generated by on-site renew-
able or conventional generation, purchased from electricity
market, or both. We capture the time-varying and random
electricity cost of the DCO through a generic function
CtðxÞ :¼ Cðx;vðtÞÞ, where x denotes the data center power
demand and vðtÞ denotes the time dependent randomness
factors affecting the electricity cost such as on-site renew-
able generation or time-varying electricity price. We assume
that this electricity cost function CtðxÞ at each time slot t for
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any realization of vðtÞ is convex, non-negative, and non-
decreasing with respect to the total power demand x drawn
from the electricity market. Typical examples include qua-
dratic or piece-wise linear forms as proposed in [27].

In a colocation data center, the overall power consump-
tion consists of two parts: IT power and non-IT power. The
IT power is the total power consumed by the servers of all
tenants. Given the model (5), the IT power consumption isPN

i¼1 diðtÞ. On the other hand, data centers have a large por-
tion of power consumption from non-IT purposes such as
cooling and power distribution. To capture this aspect, we
use the power usage effectivenss (PUE) factor b defined as
the ratio of the overall power to the IT power consumed by
the data center facility. In practice, b ranges from 1.1 to 2.0,
depending on factors such as outside temperature and cool-
ing technology in use. Therefore, the overall power con-
sumption for the colocation data center is b

PN
i¼1 diðtÞ.

3.3 Social Cost Minimization

In this paper, we consider the setting that the DCO wishes
to offer some incentives (e.g., economic rewards) to its ten-
ants so that tenants can reduce their energy consumption to
help DCO reducing its electricity cost. Considering the
uncertainty in the system, the long-term average perfor-
mance is of interest in this paper. In particular, the objective
of DCO here is to induce tenants’ load curtailment in a way
that minimizes the average social cost defined as the sum of
the total tenant costs due to load curtailment and the DCO’s
electricity cost over a large time horizon. Note that the
term of incentives issued by the DCO to tenants for load
curtailment gets cancelled in the definition of the social cost.
Hence the problem can be stated as follows: For the
dynamic system defined by (2), design a control strategy
which, given the past and the present random electricity
cost function Ctð�Þ and delay-sensitive and delay-tolerant
workload arrivals, chooses the IT resource allocation deci-
sions a :¼ faiðtÞ; 8i; tg, b :¼ fbiðtÞ; 8i; tg, m :¼ fmiðtÞ; 8i; tg,
and d :¼ fdiðtÞ; 8i; tg such that the time-average social cost
is minimized while keeping the system stable. This can be
formulated as the following stochastic program

min
a;b;m;d

lim sup
T!1

1

T

XT�1
t¼0

E
XN
i¼1

Ui miðtÞð Þ þ Ct b
XN
i¼1

diðtÞ
 !( )

(7a)

s.t. miðtÞ ¼Mi � aiðtÞ � biðtÞ; 8i; t (7b)

aiðtÞ � �iðtÞ
mi � 1=rti

; 8i; t (7c)

Q < 1: (7d)

aiðtÞ;miðtÞ; biðtÞ � 0; 8i; t (7e)

diðtÞ ¼ a0
i aiðtÞ þ a1

i biðtÞ þ
�iðtÞ
mi

ða1
i � a0

i Þ; 8i; t: (7f)

Here the expectation is taken with respect to the random
workload arrivals �iðtÞ, wiðtÞ and electricity cost function Ct.
Also in the above problem formulation, wemake a simplifica-
tion that aiðtÞ and biðtÞ do not need to be integer-valued,
which is acceptable and common in literature since the num-
ber of servers in a typical data center is quite large [3], [4], [28].

4 LYAPUNOV-BASED ONLINE ALGORITHM

The challenging of solving the above problem lies in the
uncertainty of future workload arrivals and electricity cost
function. Moreover, the detailed statistics of these random
processes may be unknown. In the following, we design an
online algorithm based on Lyapunov optimization [29],
which is asymptotic optimal and requires minimum infor-
mation on the random dynamics in the system.

First, we define the following Lyapunov function

LðtÞ :¼ 1

2

XN
i¼1

QiðtÞ2: (8)

Define the queuing state of the system at time t as
QðtÞ :¼ ðQiðtÞ; 8iÞ. Then the one-slot conditional Lyapunov
drift is stated as

DðtÞ :¼ EfLðtþ 1Þ � LðtÞjQðtÞg; (9)

where the expectation is taken with respect to the random-
ness of workload arrivals and electricity cost function, as
well as the randomness in choosing control decisions. In
order to minimize the cost while stabilizing the system, we
add a scaled form of the expected social cost over one time
slot to the above drift function to obtain the following drift-
plus-penalty term

DV ðtÞ :¼ DðtÞ þ VE

(XN
i¼1

UiðmiðtÞÞ þ Ct b
XN
i¼1

diðtÞ
 !

jQðtÞ
)
;

(10)

where V is a positive control parameter to adjust the trade-
off between minimizing social cost and reducing queue
length (i.e, reducing workload delay) as explained in detail
later. We have the following lemma regarding the drift-plus-
penalty term:

Lemma 1. For any feasible control action under constraints (7b),
(7c), (7e), and (7f) that can be implemented at time slot t, we
have the following inequality

DV ðtÞ � B1 þ
XN
i¼1

E QiðtÞ wiðtÞ � biðtÞfið ÞjQðtÞf g

þ VE
XN
i¼1

UiðmiðtÞÞ þ Ct b
XN
i¼1

diðtÞ
 !

jQðtÞ
( )

;

(11)

where B1 is a constant given by the following

B1 :¼
XN
i¼1

w2
i þ ðMifiÞ2

2
: (12)

Proof. Taking square on both sides of the queuing models
(2) and using the fact that ð½x�þÞ2 � x2, we have

Q2
i ðtþ 1Þ ¼ ½QiðtÞ � biðtÞfi þ wiðtÞ�þ

� �2
� QiðtÞ2 þ 2QiðtÞðwiðtÞ � biðtÞfiÞ
þ ðwiðtÞ � biðtÞfiÞ2:

Rearranging the above inequality and using the facts that
0 � wiðtÞ � wi; 8i and 0 � biðtÞ �Mi, we obtain

Q2
i ðtþ 1Þ �Q2

i ðtÞ
2

� QiðtÞðwiðtÞ � biðtÞfiÞ þ w2
i þ ðMifiÞ2

2
: (13)
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By summing over all tenants i, taking the expectation w.
r.t.QðtÞ on both sides, and adding penalty term

VE
XN
i¼1

UiðmiðtÞÞ þ Ct b
XN
i¼1

diðtÞ
 !

jQðtÞ
( )

;

we arrive at the upper bound of the drift-plus-penalty term
as shown in the Lemma. tu
Nowwepresent the proposed algorithmas shown inAlgo-

rithm 1. The design principle behind our control algorithm
is to greedilyminimize the R.H.S. of (11) at each time slot.

Algorithm 1. Online Algorithm to Solve Problem (7)

1: The DCO initializes the control parameter V > 0, Qið0Þ  0;

8i, and t 0, and then collects server information ðMi;
fi;mi;a

0
i ;a

1
i ; 8iÞ and service requirement ðrti; 8iÞ from all

tenants.
2: loop
3: The DCO collects the current state informationQðtÞ and

ð�iðtÞ; 8iÞ from all tenants and observes Ctð�Þ at time slot t
4: The DCO solves the following optimization problem:

min
a;b;m;d

XN
i¼1

VUiðmiðtÞÞ �QiðtÞbiðtÞfi½ �

þ VCt b
XN
i¼1

diðtÞ
 ! (14a)

s.t. miðtÞ ¼Mi � aiðtÞ � biðtÞ; 8i (14b)

aiðtÞ � �iðtÞ
mi � 1=rti

; 8i; t (14c)

aiðtÞ; biðtÞ;miðtÞ � 0; 8i (14d)

diðtÞ ¼ a0
i aiðtÞ þ a1

i biðtÞ þ
�iðtÞ
mi

ða1
i � a0

i Þ; 8i; (14e)

and sends the optimal solution ðm�i ðtÞ; a�i ðtÞ; b�i ðtÞÞ to each
tenant i.

5: Each tenant i follows the schedule received from the DCO
to do resource allocation and load curtailment, and
updates its queue status as Qiðtþ 1Þ  ½QiðtÞ � b�i ðtÞfiþ
wiðtÞ�þ.

6: t tþ 1
7: end loop

Note that the above algorithm only requires the knowl-
edge of the instantaneous values of system state information
and does not require any knowledge of the statistics of the
underlying random processes. Moreover, by assuming that
both the objective function and the feasible set in Prob-
lem (14) are convex, the optimal solution can be efficiently
computed by the DCO using the interior-point method [30].

However, in order to solve Problem (14), it requires the
DCO to know all the tenant cost functions, queuing status,
and all the constraints at each time slot, which may be
impractical since they may contain some private informa-
tion. Moreover, the DCO cannot control the servers of ten-
ants directly. This motivates us to develop a decentralized
algorithm that does not need these private information
from tenants and is easy to implement in practice. The key

idea is to decompose Problem (14) into multiple subpro-
blems that can be solved by each tenant itself indepen-
dently, possibly under the coordination of DCO.

5 DECENTRALIZED ALGORITHM TO SOLVE

PROBLEM (14)

A common approach to develop decentralized algorithms is
through dual decomposition with the subgradient dual
update. However, this approach requires the functions Uið�Þ
and Ctð�Þ to be strictly convex and is often slow. In our set-
ting, it is common for these functions to be in affine forms.
Moreover, it is not easy to choose a right step size in subgra-
dient methods. In the following, we develop a decentralized
algorithm based on the alternating direction method of mul-
tipliers (ADMM) [31], which does not suffer from the afore-
mentioned drawbacks.

5.1 Background on ADMM

The ADMM is a simple but powerful algorithm that is well
suited to distributed convex optimization and has been
widely used in applied statistics and machine learning [31].
The algorithm solves problems in the following form

min fðxÞ þ gðzÞ
s.t. AxþBz ¼ c;

(15)

with variables x 2 Rn and z 2 Rm, where A 2 Rp	n,
B 2 Rp	m, c 2 Rp, and f : Rn ! R and g : Rm ! R are con-
vex. Here, the objective function is separable over two sets
of variables, x and y.

As with the method of multipliers, we can form the aug-
mented Lagrangian

Lrðx; z; yÞ ¼ fðxÞ þ gðzÞ þ yT ðAxþBz� cÞ
þ ðr=2Þ AxþBz� ck k22;

(16)

where r > 0 is the penalty parameter and y is the dual vari-
able corresponding to the constraint AxþBz ¼ c. This aug-
mented Lagrangian can be viewed as the unaugmented
Lagrangian associated with the problem

min fðxÞ þ gðzÞ þ ðr=2Þ AxþBz� ck k22
s.t. AxþBz ¼ c:

(17)

Note that the above problem is equivalent to Problem (16)
since the quadratic penalty term added to the objective
function is zero for any feasible solution x and z. The key
benefit of including the penalty term is that the dual Prob-
lem of (17) is differentiable under mild conditions on f and
g. This can greatly improve the convergence property when
solving the problem using iterative methods.

ADMM consists of the following iterations

xkþ1 :¼ argmin
x

Lrðx; zk; ykÞ; (18)

zkþ1 :¼ argmin
z

Lrðxkþ1; z; ykÞ; (19)

ykþ1 :¼ yk þ rðAxkþ1 þBzkþ1 � cÞ; (20)

where the step size r is simply the penalty parameter. Simi-
lar to dual ascent algorithm, it consists of x-minimization
step (18), z-minimization step (19), and a dual variable
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update (20). However, in ADMM, x and z are updated in an
alternating or sequential fashion, which allows for decom-
position when f or g are separable.

The convergence of ADMM can be proved under very
mild assumptions, which generally hold in practice [32].
Moreover, ADMM converges to modest accuracy, which is
sufficient for many applications, within a few tens of itera-
tions in many cases.

5.2 ADMM-Based Algorithm

To solve Problem (14) using ADMM, we observe that the
objective function in the new problem is separable over two
sets of variables x :¼ fa;b;mg and y :¼ fdg, and the equal-
ity constraints (14e) are the only coupling constraint, which
matches the ADMM form. For the sake of simplicity, we
omit time index t which will be clear from the context in the
rest of this paragraph.

By relaxing the coupling constraints (14e), we formulate
the augmented Lagrangian of (14) as

Lrðx; y; uÞ ¼
XN
i¼1

VUiðmiÞ �Qibifi½ � þ VC b
XN
i¼1

di

 !

þ
XN
i¼1

uiðdi � a0
i ai � a1

i bi � PiÞ

þ
XN
i¼1
ðr=2Þðdi � a0

i ai � a1
i bi � PiÞ2;

(21)

where Pi :¼ �iða1
i � a0

i Þ=mi does not depend on decision
variables and thus can be viewed as a constant for each
tenant i, r > 0 is the augmented Lagrangian parameter,
and ðui; 8iÞ are the dual variables corresponding to
constraints (14e).

The problem is then solved by updating x, y, and u
sequentially. Specifically, at the (kþ 1)th iteration, the
x-minimization step involves solving the following problem

min
a;b;m

XN
i¼1

�
VUiðmiÞ �Qibifi � uk

i a0
i ai þ a1

i bi
� �

þ ðr=2Þ a0
i ai þ a1

i bi
� �

a0
i ai þ a1

i bi � 2dki þ 2Pi

� ��
;

(22)

subject to constraints (14b), (14c), and (14d). Note that this
problem can be decomposed over tenants since both the
objective function and the constraints are separable over i.
Moreover, the above problem is convex and can be solved
by the interior point method [30].

After obtaining xkþ1 from the x-minimization step, the
y-minimization step involves solving the following problem

min
d

VC b
XN
i¼1

di

 !
þ ðr=2Þ

XN
i¼1

d2i

þ
XN
i¼1

di uk
i � r a0

i a
kþ1
i þ a1

i b
kþ1
i þ Pi

� �� � (23)

Then, with the optimal xkþ1 and ykþ1, the final step is to
update the dual variables

ukþ1
i :¼ uk

i þ r dkþ1i � a0
i a

kþ1
i � a1

i b
kþ1
i � Pi

� �
: (24)

Note that both the x-minimization step and the dual update
step can be carried out independently in parallel for each
i 2 N . The y-minimization step needs to solve an optimiza-
tion problem with N variables. In the following, we show
that we can simplify this step by solving an optimization
problem with a single variable.

First, let d denote the average of di across all i 2 N . Prob-
lem (23) can be rewritten as

min
d;d

VC bNd
� �þ ðr=2ÞXN

i¼1
d2i

þ
XN
i¼1

di uk
i � r a0

i a
kþ1
i þ a1

i b
kþ1
i þ Pi

� �� � (25a)

s.t. d ¼ ð1=NÞ
XN
i¼1

di: (25b)

Note that minimizing over di; 8i with d fixed has the
solution

di ¼ d� uk
i =rþ a0

i a
kþ1
i þ a1

i b
kþ1
i þ Pi

þ ð1=NÞ
XN
i¼1

uk
i =r� a0

i a
kþ1
i � a1

i b
kþ1
i � Pi

� �
:

(26)

Therefore, the above problem can be computed by solving
the unconstrained optimization problem

min
d

VC bNd
� �þ ðrN=2Þd2

þ rd
XN
i¼1

uki =r� a0
i a

kþ1
i � a1

i b
kþ1
i � Pi

� �
;

(27)

and then applying (26). Note that the Problem (27) only con-
tains a single variable and is easy to solve.

Moreover, substituting (26) for dkþ1i in the dual update
Equation (24) gives

ukþ1
i :¼ r d

kþ1 þ 1

N

XN
i¼1

�ðuki =rÞ � a0
i a

kþ1
i � a1

i b
kþ1
i � Pi

� !
; (28)

which does not depend on i. Therefore, the dual variables
ukþ1i ; i 2 N are all equal and can be replaced by a single
dual variable ukþ1.

In summary, by substituting u and (26) in the expressions
for x-minimization (22), d-minimization (27), and dual vari-
able update (28), our final algorithm consists of the follow-
ing iterations

ðmkþ1
i ; akþ1i ; bkþ1i Þ

:¼ argmin
xi2X i

�
VUiðmiÞ �Qibifi þ r

2
ða0

i ai þ a1
i biÞ2

� r a0
i ai þ a1

i bi
� �

uk=rþ a0
i a

k
i þ a1

i b
k
i þ d

k
� �

þ ð1=NÞr a0
i ai þ a1

i bi
� �XN

i¼1
a0
i a

k
i þ a1

i b
k
i þ Pi

� ��
(29)

d
kþ1

:¼ argmin
d

�
VC bNd
� �þ ukNdþ ðrN=2Þd2

� rd
XN
i¼1

a0
i a

kþ1
i þ a1

i b
kþ1
i þ Pi

� �� (30)
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ukþ1 :¼ uk þ r

�
d
kþ1 � 1

N

XN
i¼1

�
a0
i a

kþ1
i þ a1

i b
kþ1
i þ Pi

��
(31)

where X i is the feasible region defined by constraints (14b),
(14c), and (14d) for tenant i.

Algorithm 2 describes the entire procedures of solving
our problem using the ADMMmethod.

Algorithm 2. Decentralized Algorithm to Solve
Problem (14)

1: The DCO initializes ð1=NÞPN
i¼1 a0

i a
k
i þ a1

i b
k
i þ Pi

� � 0,

d
0  0, u0  0, k 0, and broadcasts them to all tenants.

2: repeat
3: After receiving ð1=NÞPN

i¼1 a0
i a

k
i þ a1

i b
k
i þ Pi

� �
, d

k
, and

uk, each tenant i solves the Problem (29), and sends the
optimal solution a0

im
kþ1
i back to the DCO.

4: After collecting a0
i a

kþ1
i þ a1

i b
kþ1
i þ Pi from all tenants

i 2 N and summing them together to get
PN

i¼1 a0
i a

kþ1
i þ

�
a1
i b

kþ1
i þ PiÞ, the DCO solves the Problem (30) to obtain

d
kþ1

. Then it updates the dual variable ukþ1 according

to (31). It then broadcasts ð1=NÞPN
i¼1 a0

i a
kþ1
i þ

�
a1
i b

kþ1
i þ

PiÞ, dkþ1, ukþ1 to all tenants.

5: k kþ 1
6: until Convergence criteria is met

Intuitively, our algorithm works in the following way.
The dual variable uk acts as the control price [30] the DCO
offers to tenants for coordination. Our algorithm first opti-
mizes workload schedules for tenants given the control
price uk. It then optimizes the average power consumption
from all tenants given the previously computed schedules.
The dual update chooses the reward price ukþ1 to ensure
that these two sets of variables converge to the same optimal
workload schedules.

5.3 Case Study

In this section, we provide a case study of our decentralized
algorithmwith some cost functions proposed in the literature.

A widely-used electricity cost function for data centers is
in the form of demand-responsive electricity price [15], [27],
i.e., the electricity price charged to a data center is given as

p edð Þ ¼ p1ðed þ erÞ þ q1; if ed þ er � e0
p2ðed þ erÞ þ q2; if ed þ er > e0;

�
(32)

where p2 > p1 � 0, q1, q2, e0 are parameters for demand-
responsive pricing, ed denotes the energy consumed by our
colocation data center, and er denotes the energy usage of all
other consumers in the local electricity market. Also, this
piecewise function is smooth, i.e., p1e0 þ q1 ¼ p2e0 þ q2. Note
that when the total demand in this local market exceeds a
threshold e0, the electricity price would increase much faster
with respect to the total demand. Furthermore, the DCOmay
install some on-site renewable generators. Assume that the
marginal cost of renewable generators is zero and no excess
power can be sold back to the electricity market. With total
power demand d and renewable power output r, the electric-
ity cost paid byDCO is calculated as p ½d� r�þ� �	 ½d� r�þ.

With the above models, the d-minimization Problem (30)
can be transformed into the following form

min
u1;u2;d

V u1 þ ukNdþ rN

2
d
2

� rd
XN
i¼1

a0
i a

kþ1
i þ a1

i b
kþ1
i þ Pi

� �
s.t. u1 � p1ðu2 þ erÞ þ q1ð Þu2

u1 � p2ðu2 þ erÞ þ q2ð Þu2
u2 � bNd� r; u2 � 0;

where u1 and u2 are auxiliary variables. Note that the above
problem formulation can be readily solved by softwares
such as CVX package [33] in MATLAB.

When only considering the inconvenience cost, the load
curtailment cost function Uið�Þ takes the following linear
form [22]

UiðmiÞ ¼ gimi; (33)

where gi > 0 is a cost parameter ð$=serverÞ to model the
possible wear-and-tear cost caused by server power switch-
ing as well as the reduced reserved processing capacity to
handle sudden workload surge. With this linear cost func-
tion, the x-minimization step (29) becomes a quadratic pro-
gram which can be readily solved by CVX package as well.

6 PERFORMANCE ANALYSIS

In this section, we present the analytical performance results
of our online algorithm proposed in Section 4. For sake of
simplicity,We focus on the casewhere the sequence of vectors
ðCt; �iðtÞ; wiðtÞ; 8iÞ; t ¼ 0; 1; . . . is i.i.d. with an arbitrary dis-
tribution function. Note that our results could also be
extended to the general case where the sequence of vectors
ðCt; �iðtÞ; wiðtÞ; 8iÞ; t ¼ 0; 1; . . . is a finite-state irreducible and
aperiodic Markov chain according to the results from the
framework of Lyapunov optimization [29].Moreover,we con-
duct our simulations based on real traces in the next section.

Theorem 1. Suppose that V > 0 and Qið0Þ ¼ 0; 8i. When the
sequence of vectors ðCt; �iðtÞ; wiðtÞ; 8iÞ; t ¼ 0; 1; . . . is i.i.d., and
the mean workload arrival rates are strictly within the capacity
region, i.e., 9 d > 0 : ðEf�iðtÞgþ d;EfwiðtÞg þ d; 8iÞ 2 V, we
have the following results under our control algorithm:

1) The average queue length of delay-tolerant workloads
satisfies

Q � B1 þ VB2

d
; (34)

where B1 is given by (12) and B2 ¼
PN

i¼1 UiðMiÞ þ
maxtCtðb

PN
i¼1 a

1
iMiÞ.

2) The time-average expected social cost of our algorithm
g is within a bound B1=V of the optimal offline value
g�, i.e.,

g � g� þB1=V; (35)

where g� is the minimum average social cost achieved by
the optimal offline algorithmwith all future information.

Proof. To prove Theorem 1, we need the following lemma
given by the framework of Lyapunov optimization. Its
proof is similar to that in [14] and omitted here for brevity.
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Lemma 2. For any mean workload arrival rates Ef�iðtÞg ¼
�i; 8i and EfwiðtÞg ¼ wi; 8i within a capacity region V, there
exists a stationary and randomized control policy that selects
feasible control decisions âiðtÞ, b̂iðtÞ, m̂iðtÞ, and d̂iðtÞ every
time slot t purely as a function of current system state
ðCt; �iðtÞ; wiðtÞ; 8iÞ while satisfying the following:

Efb̂iðtÞfig ¼ wi; 8i (36)

E
XN
i¼1

Uiðm̂iðtÞÞ þ Ct b
XN
i¼1

d̂iðtÞ
 !( )

¼ g�ð�i; wi; 8iÞ; (37)

where g�ð�i; wi; 8iÞ is the minimum value of social cost that
can be achieved with workload arrival rates ð�i; wi; 8iÞ.
Although the above control policy is optimal, deriving it

requires the detailed probability distribution functions of all
combinations of ðCt; �iðtÞ; wiðtÞ; 8iÞ and suffers the curse of
dimensionality if solved by dynamic programming. In the
following, we use the existence of such a policy to obtain
some bounds on the performance of our algorithm.

First, we prove the average queue bound (34). Since
ð�i þ d; wi þ d; 8iÞ 2 V, according to the above lemma there
exists a stationary and randomized control policy that can
achieve

Efb̂iðtÞfig ¼ wi þ d; 8i (38)

E
XN
i¼1

Uiðm̂iðtÞÞ þ Ct b
XN
i¼1

d̂iðtÞ
 !( )

¼ g�ð�i þ d; wi þ d;8iÞ: (39)

Recall that our algorithm greedily minimizes the R.H.S.
of the inequality (11) at each time slot t over all feasible con-
trol policies including the above stationary and randomized
policy. Substituting the results (38) and (39) into the R.H.S.
of (11) and using the fact that this policy is independent of
queue stateQðtÞ, we obtain

DV ðtÞ � B1 þ V g�ð�i þ d; wi þ d; 8iÞ � d
XN
i¼1

QiðtÞ: (40)

Using the law of iterative expectation and taking the expec-
tation of both sides, we get

EfLðtþ 1Þ � LðtÞg þ VE

(XN
i¼1

UiðmiðtÞÞ þ Ct b
XN
i¼1

miðtÞ
 !)

� B1 þ V g�ð�i þ d; wi þ d; 8iÞ � d
XN
i¼1

EfQiðtÞg:

(41)

By ignoring the penalty term and summing over t ¼
f0; 1; . . . ; T � 1g of the above inequality, we have

EfLðT Þ � Lð0Þg � B1T þ VTg�ð�i þ d; wi þ d; 8iÞ

� d
XT�1
t¼0

XN
i¼1

EfQiðtÞg:
(42)

Then, after dividing both sides by T , using the facts that
LðtÞ � 0 and Lð0Þ is finite, and taking T !1, we arrive at
the following:

lim sup
T!1

1

T

XT�1
t¼0

XN
i¼1

EfQiðtÞg � B1 þ V g�ð�i þ d; wi þ d; 8iÞ
d

:

(43)

Since gmust be lower than the maximum per-slot social costPN
i¼1 UiðMiÞ þmaxtCtðb

PN
i¼1 a

1
iMiÞ, we have proved (34).

Second, we prove the bound (35) on the average social
cost. From (41), we have

EfLðtþ 1Þ � LðtÞg þ VE

(XN
i¼1

UiðmiðtÞÞ þ Ct b
XN
i¼1

miðtÞ
 !)

� B1 þ V g�ð�i þ d; wi þ d; 8iÞ:
(44)

By summing over t ¼ f0; 1; . . . ; T � 1g, dividing both sides
by T , and using the facts that LðtÞ � 0 and Lð0Þ is finite,
we obtain

1

T

XT�1
t¼0

E
XN
i¼1

UiðmiðtÞÞ þ Ct b
XN
i¼1

miðtÞ
 !( )

� g�ð�i þ d; wi þ d; 8iÞ þB1=V:

(45)

Letting T !1 and d! 0, we arrive at the following perfor-
mance guarantee based on the Lebesgue’s dominated con-
vergence theorem

lim sup
T!1

1

T

XT�1
t¼0

E
XN
i¼1

UiðmiðtÞÞ þ Ct b
XN
i¼1

miðtÞ
 !( )

� g� þB1=V:

(46)

tu
7 NUMERICAL EVALUATION

In this section, we conduct trace-based simulations to evalu-
ate the performance of our algorithm in a realistic scenario.

7.1 Simulation Setup

Colocation Data Center Setup. We consider a colocation data
center located in Mountain View, California, which consists
of ten tenants. Each tenants has 2,000 servers, and each server
has an idle and peak power of 150Wand 250W, respectively.
The average PUE of the colo is set to 1.5, i.e., whenever a
tenant consumes 1 kWh energy, the corresponding energy
consumption at the colo level is 1.5 kWh. Therefore, the peak
power consumption of the colo is 7.5MW.

Renewable Generation. We assume that the DCO is
equipped with 2 MW PV panel array. The solar power data
are collected from the National Renewable Energy Labora-
tory [34]. A snapshot of the solar power data over one week
is shown in Fig. 1a.

Electricity Cost Function. As shown in [27], by applying
mean square error data fitting to the hourly energy
demand and electricity price data from January to June,
2012 at this location, the following parameters for demand-
responsive electricity price model (32) are obtained:
a1 ¼ 0:15 $/MWh, b1 ¼ �15:6 $/MWh, a2 ¼ 0:98 $/MWh,
b2 ¼ �364:2 $/MWh, e0 ¼ 420 MWh. A snapshot of the
resulting demand responsive electricity price charged to
the colo when other consumers in the electricity market
use 415 MWh energy is depicted in Fig. 1b.

Tenant Workload Description. We assume that the average
arrival rates for the two types of workloads are equal. The
delay-sensitive workload data are collected from MSR
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Cambridge [35]. A snapshot of the data over one day is
depicted in Fig. 22a, where the workload is normalized with
respect to a tenant’s service capacity. As with [8], we choose
MapReduce [36] which is a popular type of computation-
intensive workloads in data centers as the example of delay-
tolerant workloads for tenants. The historical Hadoop (an
open source implementation of MapReduce) trace on a 600-
machine cluster at Facebook [37] is used to calculate the
hourly average delay-tolerant workload arrivals. A snapshot
of the normalized data over one day is depicted in Fig. 2b.

The service rate of a server is set to 400 requests per
second. The average delay requirements for all tenants
are set to be no longer than 6 ms. We consider the incon-
venience cost resulting from turning off servers as shown
in (33). The cost parameter gi is set to be uniformly dis-
tributed between 0.69 
 0.75 cent per server (i.e., 4.6 
 5
cents per kWh). Note that the values of these parameters
enable the tenant to cover the power management cost if
housing servers in its own data center as explained in
[19]. We set the simulation horizon to ten days with each
time slot equal to one hour.

7.2 Simulation Results

Our evaluation results are shown below.
Social Cost. We first compare the total social costs

incurred by our algorithm and the current practice without

any coordination from tenants, as illustrated in Fig. 3a.
We observe that our algorithm can provide cost savings
(around 27 percent in average) compared with the current
practice when V ¼ 105. Therefore, it is important for DCO
and tenants to collaborate in reducing the social cost.

Impact of Parameter V . Since our algorithm depends on
the control parameter V , we compare its average social cost
and queue length under different values of V . As shown in
Fig. 3b, as we increase V , the average social cost decreases
while the average queue length increases (i.e., workload
delay becomes larger according to Little’s law), and vice
versa. This validates the results of Theorem 1. Intuitively,
we get more opportunities to reduce cost if workloads are
more delay-tolerant.

Algorithm Convergence. Fig. 4 plots the convergence
property of our distributed algorithm when executed at
one time slot. We observe that our algorithm converges
to the optimal solution very fast, usually within 10 itera-
tions, and thus its effectiveness is validated. Note that the
social cost achieved by our algorithm can be lower than
the optimal cost at the beginning of iterations. The reason
is that our algorithm may not yield feasible solution at all
iterations (i.e., constraints in (14e) are not always satis-
fied). However, after a few iterations, by enforcing the
regularization terms for coupling constraints, our algo-
rithm would meet all constraints while optimizing the
objective function.

Fig. 1. Simulation data. (a) Solar trace. (b) Demand responsive electric-
ity price when er ¼ 415 MW.

Fig. 2. Workload traces. (a) Delay-sensitive workload. (b) Delay-tolerant
workload.
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8 CONCLUSION

In this paper, we have investigated the problem of coordi-
nated energy management for colocation data centers
and formulated it as a stochastic optimization problem.
An online and distributed control algorithm based on
Lyapunov optimization and ADMM has been proposed to

solve the problem efficiently. We have shown the effective-
ness of the proposed approach through numerical evalua-
tions based on real-world traces. In the future, we plan to
consider the setting of geo-distributed colocation data centers
and investigate the multi-tenant coordination issue while
considering the geographical load balancing opportunity.
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